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Soeaker independent speech recognition is important for successful development of speech
recognizers in most real world applications. While speaker dependent speech recognizers have achieved
close to 100% accuracy, the speaker independent speech recognition systems have poor accuracy not
exceeding 75%.1n this paper we describe a two-module speaker independent speech recognition system for
all-British English speech. The first modul e performs phoneme recognition using two-level neural networks.
The second module executes word recognition from the string of phonemes employing Hidden Markov
Model. The system was trained by British English speech consisting of 2000 words uttered by 100 speakers.
The test samples comprised 1000 words spoken by a different set of 50 speakers. The recognition accuracy
is found to be 92% which is well above the previous results.

Keywords: speaker independent speech recognition, edral Network, Hidden Markov Model,
phonemes.
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Hezasucumas om cosopsweco cucmema pacnosHO8AHUs peyu 6axcHa Ol YCHeWHOU pa3padomku
yecmpoticme pacno3nasanus pedu 0 O0IbUUHCINEA PealbHblX NPUlodceHull. B mo epems xkak sasucawjue
om 208opaujeco pacnozuwasamenu peuu oocmueau moyrnocmu 100%, cucmemvr pacnosnasanus,
He3asucauue om 2080psAuLe20, UMeom HU3KYI0 MoYHOCMb, He npesviuatowyio 15%. B pabome onucvigemcs
08YX-MOOYIbHASL HE3ABUCAWAS OM 2080PAUE20 CUCMEMA PACNO3ZHABAHUSA peyu Ol AHNI0A3bIYHOU peyl.
Ilepebiii MoOyb 6bINOIHAEM pPACNO3HABHUE (OHeM, UCNONb3Y O8YXCIOUHYIO HEeUPOHHYI0 cemb. Bmopoii
MOOYNIb GbINONHAEM PACHO3HABAHUE CN08, UCX00 U3 CMPOKU (OHEeM, UCNONb3Vs CKPbIMYIO MAPKOBCKYIO
moodenv. Cucmema Ovlia NpPOMecMupo8aHa anei0A3blYHOU  peuvio, cocmoawen uz 2000 cnos,
npousnecennvix 100 cosopswumu. Tounocms pacnosnaeanus cocmaeuna 92%, umo HamHO20 6vluse
pe3yibmamos npeovloyuux pabom.

KnioueBble cJjioBa: HE3aBHCANIEE OT TOBOPSILETO pPAcHO3HABAaHWE peYd, HEWpPOHHAs CeTh, CKPBITAs
MapKOBCKasi MOJIEJNb, (DOHEMBI.




[. INTRODUCTION

Automatic speech recognition is a process by wilicmachine identifies speech. The machine takes a
human utterance as an input and returns a strimgpads , phrases or continuous speech in the fdr@xo

as output. The conventional methods of speech rihog insist in representing each word by its feat
vector and pattern matching with the statisticalMgilable vectors using HMM or neural network. fist
work we have adopted a bottom-up approach, in waispeech signal is resolved into a string of phwte
and phoneme recognition forms the basis for wocdgaition which in turn constitutes the full texitput.
string of words or phrases which in turn constitiie output in the form of text.

2.SYSTEM ARCHITECTURE FOR SPEECH RECOGNIZER

The proposed speech recognition method compristsed steps: acoustic signal processing, phoneme
recognition and word recognition (Figure 1). Fixgg digitize the input speech waveform phoneme-by-
phoneme. Phonemes are recognized using artifieladah network (high level and low level) and
subsequently words are recognized from the clusfgphonemes using HMM.
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Fig.1 System architecture for speech recognizer



3. PHONEME RECOGNITION USING NEURAL NETW ORKS

This paper proposes a modular-based classifiethioproblem of phoneme recognition which in
turn is used for speech recognition. A phonemehis ¢mallest meaningful distinguishable unit in a
language’s phonology. Since the total number ohghtes for each language is finite, the goal of phun
recognition is to classify a speech signal intormroes with a given set of speech features. We applyp
level classifier method to design the phoneme neitiog system. It uses both statistical and nenegvork
based methods in a hierarchical modular system.

We use the concept of phoneme familiTo obtain phoneme families, we employ k-mean
clustering method[16]. A given unknown phonemeiiist fclassified into a phoneme family at high level
classification using Probabilistic Neural NetwoRRB(N). Due to the powerful characteristics of
probabilistic neural networks such as rapid tranirconvergence to the Bayesian classifier and
generalization, we use this statistical-based iflasg4o construct an initial topology of the progenl
hierarchical modular system([3],[4]. Then, the exkttel of the phoneme is determined at low level
classification using Recurrent neural network(RNMNjltilayer perceptron(MLP) and recurrent neural
network (RNN) are employed as local experts tordignate time-invariant and time-variant phonemes,
respectively. In the second module the words @regnized from time-isolated string of phonemesthaed
string of recognized words are displayed as teghénoutput using the Hidden Markov Model

3.1. PROPOSED PHONEME RECOGNITION SYSTEM

We propose a new modular-based approach for phoreeongnition problem. This method consists
of two levels of classification: high and low. Wefishe various phoneme families in the high level
classification. To obtain the phoneme familiesstding techniques such lasnean clustering are applied.
To find an appropriate number of phoneme familes,consider different values kf The value yielding a
lower classification error rate is chosen as thst balue. Here we have taken the total phonemdiéaat
low level, i.e.k = 7.A typical architecture of the proposed systempresented in Fig.2 with k=3
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Fig. 2 A typical architecture of the proposed system

There are several components in the system comgrisassifier selector, high level posterior modidev

level classifiers, and low level posterior modul&és.unknown input acoustic waveform is digitizedws8

samples (which was found to be the optimum werarfeathe high level classifier. Here we use inlayer

with 38 nodes, two hidden layers with 12 and 6 soslech and an output layer with 7 nodes. The leigél |
classifier recognizes an unknown phoneras phoneme famil %" as follows:
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where, p(fl/CLK) stands for the posterior probabibf thelth window of frame-level data given phoneme
family CLk.

Also, | denotes the number of windows of phoneme.

In other words, phoneme data is fed to the higkellelassification on window-by-window basis. Poster
probability of each window of frame-level data givall phoneme families is obtained through higrelev
classifier. Then, label of the pattern is estimasgdggregating the responses over all windowsgussigh
level posterior module.For each phoneme family, designate a classifier to perform low level
classification. Suppose that the output of the Ihéyel classification for input pattedkis denoted b¥Lk.

Hence, the corresponding low level classifier sikess X as membe’ " of CLK if

¢
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This approach requires two different algorithms ahhiare learning and classification. The learning
algorithm expressed in Algorithm 1, identifies theoper topology of the system. The classification
algorithm presented in Algorithm 2,classifies amknown phoneme.

3.2. PNN AND NEURAL NETWORKS

PNN as statistical classifier is applied to detemihe initial topology of the system. PNN is also
used to recognize silence at low level.Accordingneximum a posteriori (MAP) probability, an unknown
patternX is classified as clagsi, if

P(XIG)P(C) = P(X|G)P(C)Lj =i (5)

where,P(X/Ci) denotes a probability distribution function cas$Ci andP(Ci) is a prior probability of class
Ci. MAP provides a method for optimal classificatidhclarifies how to classify a new sample with the
maximum probability of success given enough prinowledge. As can be seen from (5), to classify an
unknown patterrX, probability distribution functionpgdf) of all classes should be known. Having enough
training data, one is able to estimate supldfa
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Fig. 3.The architecture of PNN

PNN employs Parzen window density estimation wittussian windowing function as @f estimator
given by:

P .".'|f ) =

= (X -VETIX - YE)
Tulizﬁ (zl‘( (3_,,2 s ))

i=l1

(6)

where« is a smoothing parameter which represents smoathdegree of the probability distribution

function andq shows the dimension of the feature spi’ €= denotes training dateof classCc. Also, nCc
denotes the number of training data in cl@sand T is the vector transpose. The probabilistic neural
network provides a four-layer network to map annown patternX to any number of classes based on
(5)[3]. Exemplar is meant for identification of plemes and class is for classification of phonemas f
exemplar.

3.3. RNN AND NEURAL NETWORKS

MLP and RNNare used as local expdrisva level classification in the present modulgstem[1].
The different phoneme families are considered wt llevel classification and it identifies the indival
phoneme from the identified phoneme families. Bachily contains a set of phonemes which are sinilar
terms of speech features.
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In other words, the phonemes which are \eboge to each other in terms of Euclidean distance avapggd

in the same family. Therefore, there is a disteblustructure in which each module or family is mesgpble

to learn some specific part of the problem and giseesponse during the recognition phase. Togdesi
such expert modules capable of recognizing any mpwp phoneme pattern, we need more powerful
discriminators in low level classification. Mulé&yer perceptron is suited for the recognition cbngmes
with time invariant input parameters . Also, RNNdaarn the temporal relationships of speech dadais
capable of modeling time-dependent phonemes . Sintte MLP and RNN are trained on other classes’
data they are able to discriminate between sirslEsses. The structure of the used MLP and RNNeme
similar, except that RNN has feedbacks on its dugper. The input of the networks is a window e
level features. Both MLP and RNN have as many dstps the number of phonemBis,

We can denote the output by

(= (o102, ... 0N _1. 0N )

where, for a given input belonging to phonemle

we use this architecture for speech recognitiore@afly for speech recognition by using Backpropaga
Through Time (BPTT) as learning algorithm. Thishaecture also has been proved that this architectu
better than MLP in phoneme recognition accuracigs using Backpropagation algorithm. The
Backpropagation Through Time (BPTT) algorithm isdxh on converting the network from a feedback
system to purely feedforward system by foldingrieeévork over time. The network can then be traihéd

is one large feedforward network with the modifiggights being treated as shared weight. The wemyiats
updated either after iteration or after the finatation of the epoch.

4. SYSTEM TOPOLOGY'S PARAMETERS

The initial topology of the proposed system is daieed using probabilistic neural network. In this
regard, a number of parameters including smootip@agmeter <), phoneme families numbek)(and
window size of frame-level data) are clarified.

Algorithm 1 Learning algorithm
1: Provide a set of training data for each phoneme
2: Find sample mean of training data belongingaoh phoneme C i and denote it as SMC i .
3:fork =2to Kdo
4:0Obtain phoneme families
oLk = {CLY, CLS. ..., CL}} (8)

using (k-mean clustering) on sample meda.da



5:Find the best value of smoothing parameter wlaals to minimum error rate at

high level classification. Denote this vac®t.,
6:Find the best value of smoothing parameter whaalds to minimum error rate at low level classtiama
Denote this value “?-

7:Obtain the overall error rate of the system, ,E:onsideringﬁk'l-.andc k2 as the smoothing parameters
of the high and low level classifiers, respectively
8: end for k9: kK1 « arg min{E }, where k is the number of the smoothparameters used.

Algorithm 2 Classification algorithm
1: Provide a testing pattekito the network.
2. Compute the output of the high level classifmator a testing pattern .
3: Provide testing pattedXto the selected low level classifier.
4: Obtain the output of corresponding low leveksléer for testing pattern .
We have examined the accuracy okistem in terms of classification rate considedifterent
values for the smoothing parameter at both high landlevel classifications. The value which leads t
minimum classification error is for sm&'Inear zero, PNN behaves like nearest neighbor tissi

5. HMM MODEL FOR SPEECH RECOGNITION

The HMM is a probabilistic pattern matching techuggn which the observations are considered to
be the output of stochastic process and consistéé afnderlying Markov chain. It has two componeats:
finite state Markov chain and a finite set of outprobability distribution.

Words are usually represented by networks of pheserkach path in a word network represents a
pronunciation of the word. The same phoneme cae k#ferent acoustic distributions of observatidins
pronounced in different environment.

1. Define a set of L sound classes for modelinghsas phonemes or words; call the sound classes
V={V 1,V,...... vi}

2. For each class, collect a sizable set (theitrgiget) of labeled utterances that are known tanbie
class.

3. Based on each training set, solve the estilmapioblem to obtain a "best" model i.i for eachssl&(i =
1,2,...L).

4. During recognition, evaluate@® /#i.)) (i =1, 2, ., L) for the unknown utterance @an

identify the speech that produced 0 as class

Pr(O | .,) = max Pr(O | A,).
1=i=L (9)

5.1. HMM CONSTRAINTS FOR SPEECH RECOGNITION SYSTEMS

HMM could have different constraints depending lo@ mature of the problem that is to be modeled.
The main constraints needed in the implementatibsp@ech recognizers can be summarized in the
following assumptions:

5.1.1 First order Markov chain :

In this assumption the probability of transitionatstate depends only on the current state
(SRl PR T o SRR« P e o [ =50 (10)

5.1.2 Stationary states’ transition
This assumption testifies that the states tramsdi@ time independent, and accordingly we willehav



aij = P(qt+1=Sj / qt=Si) for all t (12)
5.1.3 Observations independence

This assumption presumes that the observations cuneithin certain state depend only on the
underlying Markov chain of the states, without dédasng the effect of the occurrence of the other
observations. Although this assumption is a pooe and deviates from reality but it works fine in
modelling speech signal.

This assumption implies that:
D001, O Ot G Gt s G2 G ) PO G Gt s G o i)
(12)
where p represents the considered history of tBerohtion sequence.Then we will have :
bj(Ot) = P(Ot/qt=)) (13)
5.1.4 Left-Right topology construction
aj=0forallj>i+2andj<i

for i=1

r-pq5)-{ !

(ie.T= {1 0 cccce... 0 })

for I<isN

5.1.5 Probability constraints:

Our problem is dealing with probabilities then waesé the following extra constraints:

>, =1
[b(oHdo =1

' If the observations are discrete then the lasgnatéon will be a summation.
6. IMPLEMENTATION

The speaker independent speech recognition is mgleed by training the system each 100
samples from different speakers consisting of 2008ds each. A test samples taken from a differenbf
50 speakers each uttering 1000 words. All the sasnplere of British English and taken from TIMIT
database. A partial output is given below.

i, speech Project - Uma Maheswari N _)il

Text bo create input sound file for speech Becognition

It thiz rezearch, speech inputs are recognized by the system and executed, The project consiztz of bwo phazes, The _-LJ
firzt part deals with recognizing the phonemes azzociated with the input voice using probabiliztic neural network, and the
zecond phaze invaolves pattern claszification and dizplaying the input voice fram the recognized phohemes uzing hidden
markov model|

i

Recognition rezult from input zound file

It thiz rezearch speech input are recognized by the system and executed the project conziztz of two phazes the first _-LJ
part dealz with recagnizing the phong offizialz stated with the include bops uzing probabiliztic neural network, in the

zecond phaze involves pattern clazzification and dizplaying the input voice fram the recognized phory infuzion bim

frgos model = ;
| -




CONCLUSION

Speech recognition has a big potential in becoramgmportant factor of interaction between humad an
computer in the near future. A system has beengsexpto combine the advantages of ANN’s and HMM’s
for speaker independent speech recognition. Thanpeters of the ANN and HMM subsystems can
influence each other. Encouraged by the resulthefabove described experiment, which indicate that
global optimization of a hybrid ANN-HMM system giwesome significant performance benefits. We have
seen how such a hybrid system could integrate pi@lANN modules, which may be recurrent. A Neural
Network with trained delays and widths and randoeights classifies 98% of the phonemes correctly. A
further refined speech recognition system can iwvgtbe accuracy to near 100%.
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